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Abstract—Searching on web has a significant impact due to availability of abundant data. As each user perspective is vary from time to time and from topic to topic, instead of their relevance pages for any search topic, the results are huge to be explored. A focused crawler may be described as a crawler which returns relevant web pages on a given topic in traversing the web. The basic task of web crawler is to browse the data from the internet for web indexing. Basically the process of ontology is done in the mining process of structured and unstructured data. In the process of ontology data is not mine on using crawler without keywords in Meta directory. For overcome this problem different researcher work on different web crawling algorithms. This survey is focused on various web crawling algorithms. As per literature, system need to develop a focused crawler to retrieve documents related to a given topic of interest, reducing the network and computational resources.

Keywords— Ontology, Semantic focused crawlers, Semantic service discovery, and ontology learning.

I. INTRODUCTION

Ontology is a Specification of a Conceptualization. Ontology is language dependent, while Conceptualization is language independent. Ontology provides a shared vocabulary, which can be used to model a domain. A conceptualization can be defined as an intentional semantic structure that encodes implicit knowledge constraining the structure of a piece of a domain.

Ontology is used for enabling knowledge sharing and reuse. It is also used to share common understanding of the structure of information among people or software agents, to enable reuse of domain knowledge, to make domain assumptions explicit, to separate domain knowledge from the operational knowledge, to analyze domain knowledge.

Text mining was mostly used to find anonymous information from natural language processing and data mining by applying various techniques. In this technique for determining the significance of term in document, term frequency of term is calculated.

A focused crawler may be illustrated as a crawler which returns relevant web pages on a traversing the web pages. Crawlers are one of the most essential parts used by the search engines to collect pages from the web and store in database. A crawler is a program that visits Web sites and reads their pages and other information in order to create entries for a search engine index. The major search engines on the Web all have such a program, which is also known as a spider.

Crawlers are typically programmed to visit sites that have been submitted by their owners as new or updated. Entire sites or specific pages can be selectively visited and indexed. Crawlers apparently gained the name because they crawl through a site a page at a time, following the links to other pages on the site until all pages have been read. Internet has become the major marketplace in the world, and online advertising is very popular with abundant industries, including the traditional mining service industry. But service users may face three major problems – heterogeneity, ubiquity, and ambiguity.

Past research work made a simply semantic focused crawler, not having an ontology learning capacity to naturally advance the used ontology. This research has a goal to cure this deficiency.
Previously related work utilized the service ontology and the service metadata forms, particularly intended for the transportation administration space and the medicinal services administration domain.

Ontology learning also known as the ontology extraction, ontology generation, or ontology acquisition. It is the automatic or semi-automatic creation of ontologies. It includes extracting the corresponding terms of domain and the relationships between these concepts from a corpus of natural language text. It also encodes it with an ontology language for easy retrieval. The manual building of ontologies is extremely labor intensive and time consuming process. There is great motivation to automate the process. The process starts by extracting terms and concepts or noun phrases from plain text using linguistic processors. The processors are part of tagging of speech and chunking of phrase. Then the statistical or symbolic techniques are used to extract relation signatures, based on pattern-based or definition-based extraction techniques.

According to the survey there is need to provide the attention on finding successfully and precise data over the web. It is necessary to propose framework that enables the crawler to work in an uncontrolled web.

II. LITERATURE SURVEY

B. Fabian et.al [2] author introduced SHARDIS, a peer to peer based discovery service architecture for the EPCglobal Network that improves the privacy of the client based on the cryptographic technology. Main objectives proposed scheme, not only improves the privacy of discovery services but also privacy of cooperate as well as individual client. SHARDIS enhances privacy against profiling based secrete share that could not require key distribution in advance which makes it suitable for flexible, open, and global application scenarios of RFID and the EPC framework. The plan is to enhance confidentiality of the client’s query against profiling by cryptographically hashing the search EPC and by splitting and distributing the service addresses of interest.

H. Dong et.al [3], author presented a framework for discovering and classifying the enormous amount of service information present in the digital health ecosystems. Author proposed a novel framework which integrates a semantic focused crawler and a health service knowledge base for automatic service discovery and classification, as well as a service provider oriented service classification platform for service provider-oriented service maintenance and classification.

They proposed framework provides three-fold approach as design a methodology for automatic service discovery, design a methodology for domain knowledge-based service classification and design a platform for service providers to maintain and classify service information. Framework integrates the technology of semantic focused crawler and social classification.

H. Dong et.al [4], author proposed a conceptual framework is designed for a semantic focused crawler to achieve the goal of automatic service discovery, annotation and classification in the Digital Ecosystems environment. A semantic focused crawler integrates the speciality of ontology-based metadata classification from the ontology-based focused crawlers and the speciality of metadata abstraction from the metadata abstraction crawlers. After experiments, author drawn two-fold conclusions that is 1) increase of the threshold value can diminish the amount of associated and non-associated metadata and 2) the relatively higher threshold values can benefit the overall performance of the crawler.

H. Dong et.al [5], author presented a conceptual framework is designed for a service-ontology-based semantic service search engine which providing a trustworthy and reliable technology for linking service providers and service requesters in the DE environment. Proposed framework consists of four
parts this system includes: service knowledge base, service reputation database, service search module and service evaluation module. A quality-of-services (QoS)-based service evaluation and ranking methodology are provided by proposed framework. The only disadvantage is that all of the four models perform poorly for the recall indicator.

H. L. Goh et al. [6], author presented new and effective wireless routing protocol, Bluewave. Bluewave protocol provides wireless communication between machines in a factory setting. This protocol requires shorter initialization time and route setup time and these are main advantage of proposed protocol. While performing route setup bluewave protocol captures the features of Bluetooth technology.

H. Dong et al. [7], proposed an ontology-learning-based focused crawling approach. Proposed approach enabled web-crawler-based online service advertising information discovery and classification in the Web environment. This approach incorporates an ontology-based focused crawling framework, a vocabulary-based ontology learning framework, and a hybrid mathematical model for service advertising information.

In paper [8], author proposes backward-compatible enhancements to one of the most widespread domotic standards that are EIB/KNX ISO/IEC. This standards support advanced, knowledge-based and context-aware functionalities, grounded on the semantic annotation of both user profiles and device capabilities. Advantage of proposed technique is determining the most suitable services/functionalities according to user needs and allowing device-driven interaction for autonomous adaptation.

III. PROPOSED WORK

We contributing new module based on user login for selected registered users who can surf the specific domain according to given input by the user. This is module is also used for filtering the results. The goal of the crawler are, to generate mining service metadata from Web pages and to precisely associate between the semantically relevant mining service concepts and mining service metadata with relatively low computing cost.

IV. CONCLUSION

This paper presented an all-inclusive survey on the web crawling algorithms. The main features, the advantages and disadvantages of each detection technique are described. Online advertising is very popular with frequent industries, including the traditional mining service industry where mining service advertisements are effective carriers of mining service information.

As per survey, there is strong need of a fast, robust and innovative ontology-learning based focused crawler to selecting the pages that satisfies the users needs.
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